Parameterized Complexity Analysis in Robot Motion Planning*

Marco Cesati
Dipartimento di Scienze dell’Informazione
Università degli Studi di Roma “La Sapienza”
via Salaria 113, 00198 Roma, Italy
marco@dsi.uniroma1.it

II. Todd Wareham
Computer Science Department
University of Victoria
Victoria, British Columbia
Canada V8W 3P6
harold@csr.uvic.ca

1. Introduction

Given a robot in an environment composed of some set of obstacles and initial and final positions of the robot within this environment, the motion planning problem involves finding a sequence of motions that move the robot from the initial to the final position without intersecting any of the obstacles. Though polynomial-time algorithms are known for this problem for very limited kinds of robots, e.g., line segments, disks, rectangles (see [21] and references), the best known algorithm for arbitrarily complex robots requires $O(n^k(\log n \cdot d^{O(k)} + 2d \cdot k^{O(k^2)}))$ time [3], where $k$ is the degrees of freedom of movement, $n$ is the number of polynomials required to describe the surfaces of the robot and its environment, and $d$ is the maximum degree of these polynomials [21]. The terms exponential in $d$ and $k$ in these running times are not daunting because values of $d$ and $k$ in practice are typically small, e.g., $d = 4$ for a polygonal robot in a planar polygonal environment and $k = 7$ for industrial robot arms. However, it is thought unlikely that algorithms such as that in [3] can eliminate the $n^k$ term in their running time because such algorithms must compute all points in a special $k$-dimensional space called $FP$ space, and the number of points in this space is $O(n^k)$ in the worst case [21, Theorem 3.1].

A series of $PSPACE$- and $NP$-hardness results (see papers in [22] and references) suggest that no general algorithm for robot motion planning can be polynomial in all of its input parameters, i.e., at least one parameter $x$ must be exponential relative to a constant, e.g., $2^n$, or another parameter of the problem, e.g., $y^n$. However, they have not answered the more relevant question posed by the $FP$ space-based algorithms above — namely, whether there is a general algorithm that is polynomial in all input parameters except $k$, in which $k$ may yet be exponential relative to a constant or itself.

In this paper, using the theory of parameterized computational complexity developed by Downey and Fellows [5], we establish that the answer to this question is probably “no”. In Section 2, we give an overview of this theory. In Section 3, we derive our main result. Finally, in Section 4, we briefly discuss the implications for robotics of both these results and the parameterized complexity framework.

2. Parameterized Complexity Theory

In light of the intractability of many computational problems [12], many forms of approximation have been developed to solve such problems in practice, e.g., randomized algorithms, simulated annealing, bounded-cost approximation schemes. One such approach seeks not to solve all instances approximately but rather to solve all small instances exactly, where “small” instances are those having a small value for a chosen input parameter. Computational problems exhibit two algorithmic behaviors when an input parameter $k$ is bounded in value:

1. Some problems are fixed-parameter ($f(p)$) tractable, i.e., they have $f(k)n^\alpha$ time algorithms where $f$ is an arbitrary function, $n$ is the largest value among the remaining input parameters, and $\alpha$ is a constant independent of $k$.

2. Some problems seem to be solvable only by “brute force” $O(n^k)$ time algorithms.

Both types of algorithms are polynomial-time for fixed values of $k$. However, $f(p)$ tractable algorithms are preferable if typical instances of a problem have small values of $k$, e.g., when $k = 10$ and $n = 1000$, $2^{10} \cdot 10^3 = 2^{10} \cdot 10^3 = 10^3$, $10^3 < 10^{10} = 10^k$.

Though $f(p)$ tractable algorithms have been derived by a variety of techniques for a number of problems [1, 7, 10], many problems have resisted all such attacks. The question, then, is how to determine whether or not a problem has an $f(p)$ tractable algorithm. There does not seem to be any correlation between the general, e.g., $NP$/$PSPACE$-hard, complexity of a problem and whether or not it will be $f(p)$.
tractable. This is nicely illustrated by the following two problems from VLSI design. Each of them takes as input a graph \( G = (V, E) \) and a positive integer \( k \), and in each case the bounded parameter is \( k \).

**Cutwidth:** Is there a linear ordering of \( V \), i.e., a 1:1 function \( f : V \rightarrow \{1, 2, \ldots, |V|\} \), such that all \( i < j \) \( \Rightarrow \{\{u, v\} \in E : f(u) \leq i < f(v)\} \leq k ?

**Bandwidth:** Is there a linear ordering of \( V \) such that for all \( \{u, v\} \in E \), \( |f(u) - f(v)| \leq k ?

Though both problems are \( NP \)-complete [12, Problems GT44 and GT40], the first is solvable in linear time for fixed values of \( k \) while the best known algorithms for the second require \( O(|V|^k) \) time [11].

One approach to showing that efficient algorithms do not exist for a problem is that used in computational complexity theory [12, 18]. Essentially, one defines a class \( F \) of efficiently solvable problems, a class \( C \) such that \( F \subseteq C \), and a means for isolating the hardest problems in \( C \). If a given problem \( X \) is at least as hard as the hardest problem in \( C \), then \( X \) does not have an efficient algorithm modulo the strength of the assumption that \( F \subseteq C \). The roles of \( F \) and \( C \) are played by classes \( P \) and \( NP \) in traditional computational complexity theory [12].

This class-based approach to proving intractability is at the heart of parameterized complexity theory [5]. Within this theory, class \( F \) above corresponds to the class \( FPT \) of parameterized problems that are \( f.p. \) tractable, and class \( C \) is one of the members of the \( W \)-hierarchy, a set of classes \( \{W[1], W[2], \ldots, W[\text{SAT}], W[P] \ldots\} \) defined by successively more powerful solution-checking circuits. The interested reader is referred to [5, 8] for details. These classes form the following hierarchy:

\[
FPT \subseteq W[1] \subseteq W[2] \subseteq \cdots \subseteq W[\text{SAT}] \subseteq W[P]
\]

It is conjectured that all inclusions in this hierarchy are proper [6]. Hence, no \( W[2] \)-complete problem is \( f.p. \) tractable unless all problems in \( W[2] \) are \( f.p. \) tractable. Problems from areas as diverse as VLSI design, molecular biology, formal logic, and computational linguistics have been classified within the \( W \)-hierarchy [2, 9, 11]. Known results include Gate Matrix Layout (in FPT), Vapnik-Chervonenkis Dimension (W[1]-complete), Weighted Binary Integer Programming (W[2]-complete), and Minimum Axiom Set (W[P]-complete). Over one hundred results are listed online [13] (see the Parameterized Complexity Home Page at http://www-csc.uvic.ca/home/mhallett/ research.html).

Essentially, a \( W \)-hardness result for a \( k \)-parameterized problem suggests that some (possibly sublinear) form of \( k \) cannot be removed as an exponent of other input parameters in the running time of any general algorithm for that problem without forcing some other input parameter to go exponential. Note that this consequence holds only when we are considering all possible values of \( k \); \( W \)-hardness does not preclude an algorithm whose running time is \( f(k)n^c \) for \( k \leq c \), where \( c \) is some constant.

3. The Parameterized Complexity of the Generalized Mover’s Problem

A formal definition of our problem is as follows [19]. Note that the polyhedra in this definition are not necessarily convex; they are only required to be rational, i.e., specifiable as a finite union of convex polyhedra, each of which is specified by a finite set of linear inequalities with rational coefficients.

**\( d \)-Dimensional Euclidean Generalized Mover's Problem** (\( d \text{-GMP} \))

**Instance:** A set \( O \) of obstacle polyhedra, a set \( P \) of polyhedra which are freely linked together at a set of linkage vertices \( V \) such that \( P \) has degrees of freedom of movement, and initial and final positions \( p_I \) and \( p_F \) of \( P \) in \( d \)-dimensional Euclidean space.

**Question:** Is there a legal movement of \( P \) from \( p_I \) to \( p_F \), i.e., is there a continuous sequence of translation and rotation of the polyhedra in \( P \) such that at each point in time, no polyhedron in \( O \) and the polyhedra in \( P \) intersect themselves only at the linkage vertices in \( V \)?

Let \( k\text{-dGMP} \) denote the parameterized version of this problem in which \( k \) is the bounded parameter. Reif [19] showed that \( 3 \text{-GMP} \) is \( PSPACE \)-hard by a reduction from a variant of the bounded-space symmetric Turing Machine (TM) computation problem defined in [17]. As Reif’s reduction is also a parameterized reduction (see Theorem 4 below), in order to show that \( k\text{-dGMP} \) is \( W[1] \)-hard, it will suffice to show that the appropriately parameterized version of symmetric TM computation is \( W[1] \)-hard.

Let \( M = (Q, \Sigma, \delta, \sqcap, q_0, q_F) \) be a standard one-way-infinite tape deterministic Turing machine (DTM), where \( Q \) is the set of states, \( \Sigma \) is the tape alphabet, \( \sqcap \) is the tape blank symbol, \( \delta : Q \times \Sigma \rightarrow Q \times \Sigma \times \{-1, 0, +1\} \) is the transition function, and
that

A configuration \( C = (q, h, t) \) is a description of the current computation status of \( M \), where \( q \in Q \) is the current state, \( h \in \mathbb{Z}^+ \) is the current position of the read/write head on the tape, and \( t \) is the current tape contents of all tape squares visited up to that point in the computation. A computation of \( M \) on \( x \) is a sequence of configurations \( C_0 C_1 \ldots C_l \) such that \( C_0 = (q_0, 1, x) \) and for each \( i, 1 \leq i \leq l \), there is a transition in \( \delta \) that transforms \( C_{i-1} \) into \( C_i \). Consider the following problem involving such DTM.

**Compact deterministic Turing machine computation (CDTMC)**

**Instance:** A DTM \( M = (Q, \Sigma, \delta, \square, q_0, q_F) \), a string \( x \in \Sigma^* \), and an integer \( k \).

**Question:** Is there an accepting computation of \( M \) on input \( x \) that visits at most \( k \) squares?

Let \( I_k\text{-CDTMC} \) denote the version of this problem which has the empty string as input.

**Theorem 1 [4, Theorem 8]** \( I_k\text{-CDTMC} \) is \( \text{W[\text{SAT}]} \)-hard.

Reif’s Turing machines differ in three respects from the standard model used by Cesari:2

1. Each TM has an explicit space bound \( s = s(|x|) \), and the tape consists of \( s \) squares bounded at the left and right by marker symbols \( \$ \).
2. Transitions are of the form \((q, L, R, D) \rightarrow (q', L', R', D')\), where \( q, q' \in Q \), \( L, R, L', R' \in \Sigma \), and \( D, D' \in \{L, R, \square\} \) such that \( D = -D' \) and \( R = R' \) if \( D = \square \).
3. The machine can only enter the final state \( q_F \) if all tape squares are blanks and the head is on the leftmost blank on the tape.

The transitions are interpreted as follows. Let \( t_i \) \((t'_i)\) be the symbol in position \( i \) on the tape before (after) the transition, and let \( h \) \((h') \) be the position of the read/write head on the tape before (after) the transition. Note that \( h' = h + D \).

- If \( D = 1 \) or \( D = 0 \) then \( t_h = L \), \( t_{h+1} = R \), \( t'_h = L' \), and \( t'_{h+1} = R' \).
- If \( D = -1 \) then \( t_{h-1} = L \), \( t_h = R \), \( t'_{h-1} = L' \), and \( t'_h = R' \).

This formulation of transitions allows symmetric TM computation to be defined easily – namely, TM \( M \) is symmetric, i.e., \( M \) is a STM, if the transition-set \( \delta \) of \( M \) is such that \((q, L, R, D) \rightarrow (q', L', R', D') \in \delta \) if and only if \((q', L', R', D') \rightarrow (q, L, R, D) \in \delta \). Define

\( q_0, q_F \in Q \) are the initial and final states, respectively (see a standard text such as [15] for details).

We now use the following two reductions to show that \( I_k\text{-CDTMC} \) for Reif-style symmetric TM is \( \text{W[\text{SAT}]} \)-hard. Let \( I_k\text{-CDTMC}(R) \) and \( I_k\text{-CDTMC}(C) \) be the versions of \( I_k\text{-CDTMC} \) on Reif-style deterministic and symmetric TM, respectively.

**Theorem 2** \( I_k\text{-CDTMC}(R) \) is \( \text{W[\text{SAT}]} \)-hard.

**Proof:** The reduction is from an instance \((M, x, k)\) of CDTMC to an instance \((M', x)\) of CDTMC(R) such that \( s(|x|) = k \). Given a DTM \( M \) in an instance of CDTMC, construct a Reif-style DTM \( M' \) as follows: Let \( M' \) have the same alphabet and space-bound \( s \) as \( M \), set \( Q' = Q \cup \{q_F\} \cup Q'' \) (see (4) below), create a new final state \( q' \), and construct the transition set \( \delta' \) from \( \delta \) as follows:

1. For each \((q, a) \rightarrow (q', b, 1) \in \delta \), add \( \{(q, a, x, 1) \rightarrow (q', b, x, -1) \mid x \in \Gamma \} \) to \( \delta' \).
2. For each \((q, a) \rightarrow (q', b, 0) \in \delta \), add \( \{(q, a, x, 0) \rightarrow (q', b, x, 0) \mid x \in \Gamma \} \) to \( \delta' \).
3. For each \((q, a) \rightarrow (q', b, -1) \in \delta \), add \( \{(q, a, x, -1) \rightarrow (q', b, x, 1) \mid x \in \Gamma \} \) to \( \delta' \).
4. Add a set of transitions to \( \delta' \) which, on entry into the original final state \( q_F \) of \( M \), use a special group of states \( Q'' \) to go to the rightmost tape-marker symbol, return to the leftmost tape-marker symbol blanking out all symbols as it goes, and enter state \( q' \).

Note that the only transitions that need to deal with the leftmost and rightmost tape-marker symbols \( \$ \) are those in groups (2) and (4). No other transitions involving the leftmost tape-marker symbol are required by \( M' \) as no accepting computations of \( M \) moved the head off the leftmost end of the tape; similarly, no transitions involving the rightmost tape-marker are required because no accepting computation of \( M \) used more than \( s \) tape squares.

We now show that the constructed TM \( M' \) is equivalent to \( M \). Suppose \( M' \) is not deterministic, i.e., there is a configuration \( C' \) of \( M' \) such that at least two transitions of \( M' \) can be applied to \( C' \) (we can assume that none of these transitions is from group (4) above). Select any two of these transitions and call them \( \delta_1 \) and \( \delta_2 \). As any transition of \( M' \) in groups (1) - (3) above corresponds naturally to a transition in \( M \), the transitions \( \delta_1, \delta_2 \in \delta \) corresponding to \( \delta_1' \) and \( \delta_2' \) both apply to the configuration \( C \) of \( M \) corresponding to \( C' \). This, however, implies that \( M \) is not deterministic, which is a contradiction. Hence \( M' \) is deterministic. Let \( x \in \Sigma^* \) be an arbitrary string. The correspondence noted above between transitions in \( M \) and \( M' \) implies that if \( M' \) accepts \( x \) then \( M \) accepts \( x \); moreover, given any sequence of configurations by which \( M \) accepts \( x \), one

---

2Note that, unlike [19], the Reif-style TM in this paper allow transitions that do not move the tape head. However, this does not cause significant changes to any of the results from [19] that are used here.
can easily derive a corresponding sequence of configurations for \( M' \) by the construction given above. Hence, the languages accepted by \( M \) and \( M' \) are the same. To complete the proof, note that this construction can be performed in time polynomial in \( |M| \), and that the resulting machine \( M'' \) has the same space bound as \( M \).

The second reduction is essentially a simplified version of the machinery developed in [17, Section 3], as adapted for Reif-style TM.

**Theorem 3** \( I_\text{c}-\text{CSTMCR}(R) \) is \( \text{W}[\text{SAT}]-\text{hard} \).

**Proof:** This reduction has two parts. First, given a Reif-style DTM \( M \) in the instance of CSTMCR(R), construct a Reif-style DTM \( M' \) by adding a new final state that can be entered only from the old final state. Second, given \( M' \), construct a Reif-style STM \( M'' \) by adding the appropriate transitions to \( \delta' \) to make it symmetric.

We now establish that the constructed Reif-style STM \( M'' \) is equivalent to \( M \). It is obvious that \( M'' \) accepts the same language and has the same space bound as \( M \). As \( M'' \) is deterministic and takes as input only the empty string, there is a unique sequence of configurations computed by \( M'' \), which either leads to the final state or rejects, i.e., either halts when there is no applicable transition or runs endlessly; call this sequence \( S \). It is obvious that \( M'' \) can replicate \( S \) by using the original transitions of \( M' \). However, we need to be sure that \( M'' \) cannot use its new transitions to accept the empty string in the case that \( M' \) rejects it. We can show this by contradiction. Suppose that \( M'' \) accepts but \( M' \) does not; this implies that there is a sequence of configurations \( S' \) for \( M'' \) that leads from the initial to the final state. There must then be a configuration \( C \) in \( S \) where the computations of \( M' \) and \( M'' \) diverge such that \( M' \) and \( M'' \) apply different transitions; as \( M'' \) is deterministic, \( M'' \) must apply to \( C \) a transition that is not available to \( M' \), i.e., a transition from the set \( \Delta = \delta' - \delta'' \), where each member of \( \Delta \) is the inverse of some transition in \( \delta'' \). None of the transitions following \( C \) in \( S' \) can be in \( \delta'' \), as such transitions can only force the computation back towards \( C \) (assume that this was not so, and that at some point \( C' \) reached by a transition \( \delta_1 \in \Delta \), one could apply a transition \( \delta_2 \in \delta' \) to \( C \) such that \( \delta_2 \) did not “undo” \( \delta_1 \); however, this would imply that the inverse \( \delta_4' \) of \( \delta_4 \) and \( \delta_2 \) are both valid transitions from \( C' \) in \( M'' \), which contradicts the deterministic of \( M' \); hence each transition in \( S'' \) after \( C \) must be from \( \Delta \). However, by the construction of \( M' \), there can be no transition in \( \Delta \) from any state in \( Q \) to the final state, which contradicts the assumption that \( S' \) leads \( M'' \) to accept. Hence, though the symmetric computation of \( M'' \) can reach configurations that are not accessible to its deterministic counterpart \( M' \), \( M'' \) cannot compute a result different from that computed by \( M' \). Thus, \( M'' \) accepts the same language and has the same space bounds as \( M' \) and \( M \). To complete the proof, note the concatenation of the transformations from \( M \) to \( M' \) and \( M' \) to \( M'' \) runs in time polynomial in \( |M| \).

We can now state our main result.

**Theorem 4** \( k\text{-3D-GMP} \) is \( \text{W}[\text{SAT}]-\text{hard} \).

**Proof:** Given an instance of CSTMCR(R) consisting of a Reif-style STM \( M \) with space-bound \( s \), the reduction given in [19] constructs a robot that has \( s+2 \) degrees of freedom in space logarithmic and hence by [15, Theorem 12.10(b)] time polynomial in \( |M| \). We can obtain results relative to additional parameters via previous reductions in the robotics literature [14, 16, 19]. Let a maximally-linked group of polyhedra in \( P \) be a component, and each polyhedron in \( P \) be a part. Define the following parameters of 3D-GMP:

- The number of components of \( P \)
- The maximum number of parts in any component in \( P \)
- The maximum number of algebraic inequalities, i.e., planar surfaces, lines, curves, needed to define any part \((s^\bot)\) or component \((s^c)\) of \( P \), or the total number of such inequalities needed to define \( P \)
- The maximum number of linkage vertices on any part \((v^\bot)\) or component \((v^c)\) of \( P \), or the total number of linkage vertices in \( P \)
- The maximum number of degrees of freedom of any part \((k^\bot)\) or component \((k^c)\) of \( P \), or the total number of degrees of freedom of \( P \)

The best known hardness results are given in Table 1. The classical and parameterized complexity results in this table are not incompatible; using the definitions in [5, 8], it is easy to show that if a problem \( X \) is \( C \)-hard for some classical complexity class \( C \) when a parameter \( k \) is fixed at a constant value, then the parameterized version \( k-X \) cannot be in (and hence must be harder than) \( \text{W}[\text{P}] \) unless \( P = C \). Hence, as \( P = \text{PSPACE} \) is thought to be unlikely, the parameterized problems in Table 1 that are \( \text{PSPACE} \)-hard are at least \( \text{W}[\text{P}] \)-hard and indeed probably much harder.

#### 4. Discussion

In this paper, we have shown that the 3-dimensional Euclidean generalized mover’s problem is \( \text{W}[\text{SAT}]-\text{hard} \) when the number of degrees of freedom \( k \) is a bounded parameter. This suggests that there is no general algorithm for robot motion planning whose running time can avoid having some function of \( k \) as an exponent of some input parameters of the problem without forcing some other input parameter to go exponential. Note, however,
that this function could be sublinear, e.g., $O(n^{log^2 k})$, which does not preclude algorithms more efficient than the best known today.

Our main result answers the question posed in the introduction. Indeed, this result in conjunction with previous reductions in the literature shows that robot motion planning is not f.p. tractable even when many of the parameters defined above are bounded simultaneously (in some cases, to constants). This suggests two directions for future research:

1. **Examine new parameters:** Though additional parameters may be defined by restricting the form of the robot further, a more fertile area for inquiry is perhaps restrictions of the robot’s environment, e.g., number / surface-complexity of obstacles.

2. **Examine the effect of bounding other groups of parameters simultaneously to constants:** Problems derived by severely constraining a whole aspect of the problem, e.g., a robot composed of a constant number of disks or rectangles, may yet be tractable. For example, when the robot is a single rigid polyhedron, 3D-GMP can be solved in polynomial time [19].

Such restrictions may seem nonsensical. However, such restricted instances may still be useful for deriving approximation algorithms for the original problem. For example, one might approximate a 3-dimensional movement by a series of 2-dimensional movements in different planes. Moreover note that the problems examined in this paper are only concerned with whether or not the robot can reach the final position from its initial position. It must first be established if any variants of this most basic case are f.p. tractable if there is to be any hope of establishing the f.p. tractability of more realistic versions of GMP which incorporate moving obstacles, optimality constraints on motion plans, uncertainty of robot motion, and unknown environments (see [19, 20, 21] and references).

In any case, the results given in this paper suggest that parameterized complexity theory is a more appropriate tool than classical computational complexity theory for analyzing motion planning problems in robotics. By isolating the contribution of each parameter to a problem’s overall complexity, parameterized analyses are an ideal tool not only for showing that certain problems cannot be solved efficiently by restricting the values of particular input parameters, but also for suggesting other parameterizations of these problems that may yet be tractable in practice.
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**Table 1: The Parameterized Complexity of the Generalized Mover’s Problem.** A number $c$ in parentheses after a reference, e.g., “(4)”, indicates that the complexity result holds when the parameter in question is fixed at value $c$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>3D-GMP</th>
<th>2D-GMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Components $c$</td>
<td>$PSPACE$-hard [16, 19] (1)</td>
<td>$PSPACE$-hard [16] (1)</td>
</tr>
<tr>
<td>$p^t$</td>
<td>$W[SA1]$-hard ???</td>
<td></td>
</tr>
<tr>
<td>Surfaces $s^c$</td>
<td>$PSPACE$-hard [16] (1)</td>
<td>$PSPACE$-hard [16] (1)</td>
</tr>
<tr>
<td>$s^t$</td>
<td>$W[SA1]$-hard ???</td>
<td></td>
</tr>
<tr>
<td>Degrees of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freedom $k^c$</td>
<td>$PSPACE$-hard [14, 16, 19] (2)</td>
<td>$PSPACE$-hard [14, 16] (2)</td>
</tr>
<tr>
<td>$k^c$</td>
<td>$PSPACE$-hard [14] (2)</td>
<td>$PSPACE$-hard [14] (2)</td>
</tr>
<tr>
<td>$k^t$</td>
<td>$W[SA1]$-hard ???</td>
<td></td>
</tr>
</tbody>
</table>
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