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Abstract

Unbounded timed Petri nets discussed in this paper are place-unbounded free-choice place/transition nets with exponentially distributed firing times associated with transitions of a net. In such nets the infinite state space is generated by a finite set of linear equations. The regularity of this linear description can be used for a “projection” (or “folding”) of the infinite state space into an equivalent finite representation that can be described by a finite set of nonlinear equilibrium equations. The solution of these equations determines the stationary probabilities of the states. Many performance measures can be obtained directly from this stationary solution. Furthermore, such unbounded nets can eliminate the “state explosion” problem of some models by using unbounded but simple approximations to bounded but complex models.

1. INTRODUCTION

There are three basic methods for evaluating the performance of a complex system [Ferr]: (1) measuring the system during its operation, (2) generating the results by a simulation program that “imitates” the behaviour of the system, and (3) solving a mathematical model that captures the essential features of the system. The last of these methods is in many ways the most satisfying one since it provides many insights into dependencies and relationships between system parameters and performance characteristics. However, mathematical modelling is also the most difficult approach as it quite often uses sophisticated mathematical theories to obtain the required solutions. Therefore a number of techniques have been proposed to simplify and “automate” mathematical modelling. Stochastic Petri nets and timed Petri nets are two examples of such techniques.

Petri nets [Ager-Pete-Reis] are abstract models of systems with interacting, concurrent or parallel components. Multiprocessor systems, distributed databases, communication and computer networks are just a few examples of such systems. However, the original Petri net models do not take into account the duration of modelled activities; the changes of “states” (or markings) of a net are instantaneous events which can represent the “causality” of events, but which neglect any temporal considerations. Consequently, such models (called “ordinary Petri nets”) are not complete enough for analysis and evaluation of systems performance. Several different concepts of “timed”

1 This version of the paper is slightly different from the original one because it was prepared using a different text processing system. Several minor corrections were made during preparation of this version.
free-choice [Brau]) if all transitions sharing it have identical input sets, i.e., iff:

$$\forall (t_i, t_j \in \text{Out}(p)) \ \text{Inp}(t_i) = \text{Inp}(t_j)$$

A net is free-choice iff all shared places are free-choice. Only free-choice nets are considered in this paper.

A marked net $M$ is a pair $M = (N, m_0)$, where $N$ is a free-choice place/transition net and $m_0$ is the initial marking function which assigns a nonnegative number of so-called “tokens” to each place of a net. $m_0 : P \rightarrow \{0, 1, 2, \ldots\}$.

In a marked net a transitions $t$ is enabled if all its input places contain at least one token. Let the set of all transitions enabled by a marking function $m$ be denoted by $E(m)$.

Furthermore, a marking function $m_j : P \rightarrow \{0, 1, 2, \ldots\}$ dominates a marking function $m_i \in \{0, 1, 2, \ldots\}$, if $m_j \geq m_i$. Furthermore, $m_j$ dominates $m_i$ if $m_j \geq m_i$ and for all $p \in P$, $m_j(p) \geq m_i(p)$; furthermore, $m_j$ dominates $m_i$. If $m_j \geq m_i$ and for all $p \in P$, if $m_j(p) > m_i(p)$ then $m_j(p) > 0$.

**Property 1:** In a marked net $M$, for all marking functions $m_i$ and $m_j$, if $m_j \geq m_i$, then $E(m_j) \supseteq E(m_i)$ and if $m_j \supseteq m_i$, then $E(m_j) = E(m_i)$.

The property follows from the definition of $E(m)$, the set of transitions enabled by a marking function $m$.

Each enabled transition can fire. When a transition $t$ fires, a token is removed from each of its input places (simultaneously), and a single token is added to each of $t$’s output places. This determines a new marking function of a net, a new set of enabled transitions, etc.

A marking function $m_j$ is (directly) reachable from a marking function $m_i$ by firing an enabled transition $t_k$, $t_k \in E(m_i)$, iff

$$\forall (p \in P) \ m_j(p) = \begin{cases} m_i(p) - 1, & \text{if } p \in \text{Inp}(t_k) \wedge p \notin \text{Out}(t_k); \\ m_i(p) + 1, & \text{if } p \notin \text{Out}(t_k) \wedge p \notin \text{Inp}(t_k); \\ m_i(p), & \text{otherwise}. \end{cases}$$

A marking function $m_j$ is (generally) reachable from a marking function $m_i$ in a net $M$, $m_i \sim m_j$, iff there exists a sequence of marking functions $m_i, m_i_2, \ldots, m_j$ such that $m_{i_i} = m_i$, $m_{i_j} = m_j$, and for all $0 \leq i < k$, $m_{i_{i+1}}$, is directly reachable from $m_{i_i}$. The set of all marking functions reachable from the initial marking function $m_0$ in a net $M$ is denoted by $M(M)$. A place $p$ of a marked net $M$ is enabled iff there exists a bound on the number of tokens that any marking function of the set $M(M)$ can assign to $p$:

$$\exists (k > 0) \forall (m \in M(M)) m(p) < k.$$

A marked net is bounded iff all its places are bounded. Obviously, the set $M(M)$ of a bounded net is finite.

**Property 2:** In a marked net $M$, if a marking function $m_j \in M(M)$ is reachable from a marking function $m_i \in M(M)$, $m_i \sim m_j$, and $m_j$ dominates $m_i$, $m_j \supseteq m_i$, then $M$ is unbounded.

To show the property, let $m_j$ be reachable from $m_i$ by a firing sequence $t_i, t_2, \ldots, t_i$. Since $m_j \supseteq m_i$, then $E(m_j) \supseteq E(m_i)$ (by property 1), and, obviously, $t_i \in E(m_i)$ and $t_i \in E(m_j)$. Firing $t_i$ in both $m_j$ and $m_i$ creates marking functions $m_{j_i}$ and $m_{i_i}$, respectively, such that $m_{j_i} \supseteq m_{i_i}$. Repeating the same argument for consecutive transitions in $\sigma$ leads to a marking $m_{j_k}$ which is reachable from $m_j$ by the firing sequence $\sigma$ and which dominates $m_j$, so the argument can be repeated for $m_{j_k}$ and $m_{i_k}$, etc.

Two marking functions $m_j : P \rightarrow \{0, 1, 2, \ldots\}$ and $m_j : P \rightarrow \{0, 1, 2, \ldots\}$ are unordered [Reis] if there exist elements $p_k$ and $p_j$ in the set $P$ such that $m_i(p_k) < m_j(p_k)$ and $m_i(p_j) > m_j(p_j)$.

**Property 3:** For each (bounded or unbounded) net $M$, the set $M(M)$ contains only a finite number of marking functions that are pairwise unordered.

The property is proven in [Reis].

A net $N = (P, T, A)$ is regular iff for each transition $t \in T$ the number of input and output places is the same. It should be obvious that each regular net is “conservative” in the sense of preserving the token count, i.e., the total number of tokens in the net; for each marking function $m$ in the set $M(M)$ of a regular net $M$ the token count is the same.

A net $N_i = (P_i, T_i, A_i)$ is a $P_i$-implied subnet of a net $N = (P, T, A)$ iff:

1. $T_i = \{t \in T \mid \exists (p \in P) (p, t) \in A \vee (t, p) \in A\}$,
2. $A_i = A \cap (P_i \times T \cup T \times P_i)$.

Furthermore, if there is a family of subsets $P_i$ of the set $P$, $i = 1, \ldots, k$, that covers the set $P$, i.e., such that $\bigcup_{1 \leq i \leq k} P_i = P$, and if all $P_i$-implied subnets are regular, then the net is bounded as the number of tokens in each subnet cannot change (although some subnets can “overlap” which means that the token count of the net can increase and decrease as the transitions fire but all such changes are within fixed bounds). On the other hand, if a net is unbounded, it must contain at least one unbounded place which cannot belong to any regular subnet of this net. This is further formalized by an elegant concept of net invariants.

### 3. PLACE INVARIANTS

Each place/transition net $N = (P, T, A)$ can be conveniently represented by a connectivity (or incidence) matrix $C : P \times T \rightarrow \{-1, 0, +1\}$ in which places correspond to rows, transitions to columns, and the entries are defined as:

$$\forall (p \in P) \forall (t \in T) \ C[p, t] = \begin{cases} -1, & \text{if } (p, t) \in A \wedge (t, p) \notin A; \\ +1, & \text{if } (p, t) \in A \wedge (p, t) \notin A; \\ 0, & \text{otherwise}. \end{cases}$$

It can be verified that if a marking function $m_j$ is obtained from another marking function $m_i$ by firing a transition $t_k$ then (in vector notation) $m_j = m_i + C[k, ]$, where $C[k, ]$ denotes the $k$-th column of $C$, i.e., the column corresponding to $t_k$.

Connectivity matrices disregard “selfloops”, that is pairs of arcs ($p$ of $t$ and $t$ of $p$); any firing of a transition $t$ cannot change the marking of $p$ in such a selfloop, so selfloops are neutral with respect to token count of a net. A pure net is defined as a net without selfloops [Reis].

A P-invariant (place-invariant) of a net $N$ is any positive solution $I$ of the matrix equation...
where $tr(C)$ denotes the transpose matrix of $C$. It follows immediately from this definition that if $I_1$ and $I_2$ are $P$-invariants of $N$, then also any linear (positive) combination of $I_1$ and $I_2$ is a $P$-invariant of $N$.

A characteristic $P$-invariant of a net is defined as a $P$-invariant which does not have simpler invariants. All characteristic $P$-invariants $I$ are binary vectors [Reis]. $I : P \to \{0, 1\}$.

It should be observed that in a pure net $N$, each $P$-invariant $I$ of a net $N$ determines a $P_I$-implied subnet of $N$, where $P_I = \{ p \in P \mid I(p) > 0 \};$ all nonzero elements of $I$ select the rows of $C$, and each row corresponds to a place with all input (+1) and output (−1) arcs associated with it. Furthermore, for a characteristic $P$-invariant, the $P_I$-implied net is regular since for each transition in the implied subnet the number of incoming arcs (+1) must be equal to the number of outgoing arcs (+1). Consequently, if there is a set of characteristic $P$-invariants that covers the net (i.e., each place belongs to (at least one) characteristic invariant), then the net is bounded. If a net is unbounded, its all unbounded places cannot belong to any characteristic $P$-invariants, and since all other invariants are linear combinations of characteristic invariants, unbounded places cannot belong to any $P$-invariants of a net.

Finding characteristic invariants is a “classical” problem of linear algebra, and there are known algorithms to solve this problem [KrJa].

4. TRANSITION INVARIANTS

A $T$-invariant (transition-invariant) of a net $N$ with its connectivity matrix $C$ is any positive solution $J$ of the matrix equation

$$C \times J = 0.$$  

Similarly to $P$-invariants, it follows immediately from this definition that if $J_1$ and $J_2$ are $T$-invariants of $N$, then also any linear (positive) combination of $J_1$ and $J_2$ is a $T$-invariant of $N$.

A characteristic $T$-invariant of a net is defined as a $T$-invariant which does not have simpler invariants. Characteristic $T$-invariants may not be binary vectors.

Since each column $k$ of the connectivity matrix $C$ describes the change of the marking function resulting from firing the transition $t_k$, any $T$-invariant indicates (by its nonzero elements) the numbers of transition firings that are needed to derive the same marking function as the initial one (if such a sequence of transition firings is feasible in a net, which usually depends upon the function $m_0$). Characteristic $T$-invariants simply describe the “shortest” such sequences, and they may contain multiple firings of some transitions.

The $T$-invariants describe firing sequences which “reproduce” the marking functions; for unbounded nets more interesting are sequences which increase the number of tokens in unbounded places (identified by $P$-invariant analysis).

A $T$-(k:n)-vector (i.e., a vector of transition firings which increase the marking of place $p_k$ by $n$ tokens) of a net $N$ with the connectivity matrix $C$ is any positive solution $J$ of the matrix equation

$$C \times J = 1_{k:n},$$

where $1_{k:n}$ denotes a vector with a single nonzero $k$-th element equal to $n$. Again, it should be observed that if $J$ is a $T$-(k:n)-vector of a net, then $2J$ is a $T$-(k:2n)-vector for this net, $3J$ is a $T$-(k,3n)-vector, etc. The case $n = 1$ is of special interest as it implies the other $T$-(k,x)-vectors.

For nets with more than one unbounded place, either there exists an “independent” $T$-(k:n)-vector for each unbounded place $p_k$, or subsets of unbounded places must be analyzed simultaneously.

It can be shown that each unbounded net has a finite number of linearly independent $T$-(k:n)-vectors. More specifically, it follows from the property 3 that the set of all those marking functions in the set $M(M)$ which are pairwise unordered, is finite, and all other (reachable) marking functions must dominate one of the pairwise unordered functions. Moreover, it follows from the property 2 that if a marking function $m_i$ is reachable from a marking function $m_j$ and $m_j \geq m_i$, then also $m_j + \Delta, m_j + 2\Delta,$ etc., are reachable from $m_i$, where $\Delta = m_j - m_i$; this means that all marking functions $m_i + k \cdot \Delta, k = 1, 2, ..., \in\text{ set } M(M)$. But since the set $M(M)$ can only contain a finite number of pairwise unordered marking functions, so $M(M)$ is composed of a finite number of subsets $\{ m_i + j \cdot \Delta \mid j = 0, 1, ..., i = 1, ..., k \}$ (not necessarily disjoint), where each $\Delta_i$ is a $T$-(x:y)-vector.

5. TIMED NETS

In marked nets, the firings of transitions are instantaneous events, and analysis of such nets usually assumes that the firings are performed “one at a time”. Modeling of “real” systems must also take into account the duration of systems activities represented by transition firings. Therefore in timed nets [Zub1] each transition takes a “real time” to fire, and at any instant of time the tokens are distributed in places as well as (firing) transitions of a net. The “state” description is similar to marking functions of marked nets, but it contains the second component that describes the firing transitions. Moreover, to provide unambiguous modeling capability, in timed nets each firing starts at the same instant of time at which the transition becomes enabled (but some enabled transitions are disabled without firing, e.g., conflicting transitions in free-choice classes).

A timed net $T$ is a triple, $T = (M, c, f)$, where $M$ is a marked place/transition net. $c$ is a choice function, $T : \text{[0,1]} \rightarrow [0,1]$ such that for each free-choice place $p$, $\sum_{t \in Out(p)} c(t) = 1$, and for all transitions $t$ that do not belong to free-choice classes, $c(t) = 1$, and $f$ is a firing-rate function, $f : T \rightarrow \text{R}^+$, which assigns a (positive) firing rate to each transition of the net. It is assumed that the choices within free-choice classes of enabled transitions are independent random variables with discrete distributions described by corresponding probabilities $c(t)$. Furthermore, the firing times of transitions are also independent random variables with (negative) exponential distributions described by the rates $f(t)$.

In timed nets several transitions may initiate their firings at the same instant of time. To describe all such initiations.
it is convenient to introduce a “selection function” that indicates all those transitions that can initiate their firings simultaneously. For a marking function \( m \) in a net \( N \), a selection function \( e \) is any function \( T \rightarrow \{0,1,2,\ldots \} \) such that the set of transitions enabled by the marking \( m' \)

\[ \forall (p \in P) \quad m'(p) = \sum_{i \in \text{Out}(p)} e(t) \]

is empty [Zub1]. The set of all selection functions of a marking function \( m \) is denoted by \( \text{Sel}(m) \).

A state \( s \) of a timed Petri net \( T \) is a pair \( s = (m,n) \), where \( m \) is a marking function, \( m : P \rightarrow \{0,1,2,\ldots \} \), and \( n \) is a firing function, \( n : T \rightarrow \{0,1,2,\ldots \} \), which indicates all those transitions that initiated their firings but not finished them yet.

An initial state \( s_i \) of a net \( T \) is a pair \( s_i = (m_i, n_i) \) where \( n_i \) is a selection function from the set \( \text{Sel}(m_0) \), \( n_i \in \text{Sel}(m_0) \), and the marking \( m_i \) is determined by

\[ \forall (p \in P) \quad m_i(p) = m_0(p) - \sum_{i \in \text{Out}(p)} n_i(t). \]

A free-choice timed net \( T \) may have several different initial states.

A state \( s_j = (m_j, n_j) \) is directly \((t_k, e_k)-\)reachable from a state \( s_i = (m_i, n_i) \), \( s_i \rightarrow s_j \), iff the following conditions are satisfied:

1. \( n_i(t_k) > 0 \).
2. \( \forall (p \in P) \quad m_j'(p) = m_i(p) + \left\{ \begin{array}{ll} 1 & \text{if } p \in \text{Out}(t_k) \ , \\ 0 & \text{otherwise} \ . \end{array} \right. \)
3. \( e_k \in \text{Sel}(m_j') \).
4. \( \forall (p \in P) \quad m_j(p) = m_j'(p) - \sum_{i \in \text{Out}(p)} e_k(t). \)
5. \( \forall (t \in T) \quad n_j(t) = n_i(t) + e_k(t) - \left\{ \begin{array}{ll} 1 & \text{if } t = t_k \ , \\ 0 & \text{otherwise} \ . \end{array} \right. \)

The state \( s_j \) which is directly \((t_k, e_k)-\)reachable from the state \( s_i \) is thus obtained by the termination of a \( t_k \) firing (1), updating the marking of the net (2), and then initiating new firings (if any) which are determined by a selection function \( e_k \) from the set \( \text{Sel}(m_j') \) (3, 4 and 5).

Also a state \( s_j \) is generally reachable from a state \( s_i \) in a net \( T \), \( s_i \rightarrow s_j \), if there exists a sequence of states \( s_{i_0}, s_{i_1}, \ldots, s_{i_k} \) such that \( s_i = s_{i_0}, \ s_j = s_{i_k} \), and for all \( 0 \leq l < k \), \( s_{i_{l+1}} \) is directly reachable from \( s_{i_l} \). The sequence of transitions \( t_{i_1}, t_{i_2}, \ldots, t_{i_k} \) that terminate their firings during this sequence of states changes, is called a firing sequence of \( s_i \rightarrow s_j \). The set of all states reachable from the initial states of net \( T \) is denoted by \( S(T) \). A timed net \( T \) is bounded iff

\[ \exists (k > 0) \quad \forall (s = (m,n) \in S(T)) \quad (\forall (p \in P) \quad m(p) < k) \land (\forall (t \in T) \quad n(t) < k). \]

A timed net \( T \) is place-unbounded (or p-unbounded) if there is no bound on the marking component \( m \) of states \( s = (m,n) \in S(T) \). and it is transition-unbounded (or t-unbounded) if there is no bound on the firing component \( n \) of states.

6. UNBOUNDED TIMED NETS

It can easily be shown that any firing sequence of a timed net \( T = (M \cup f) \) is also a firing sequence in the marked net \( M \) (but the opposite is not true [Zub1]): this is due to the fact that in timed nets some tokens are associated with firing transitions and cannot enable any transitions during the firing periods. Therefore, the state space of a timed net can be mapped onto a subset of the marking space of its marked net. Consequently, a bounded timed net can have unbounded marked net, but an unbounded timed net can never have a bounded marked net.

**Property 4:** In a timed net \( T \), if a state \( s_j = (m_j, n_j) \) is reachable from a state \( s_i = (m_i, n_i) \), \( s_i \rightarrow s_j \), and \( m_j \) strongly dominates \( m_i \), \( m_j \gg m_i \), while \( n_j \) dominates \( n_i \), \( n_j \gg n_i \), then there exist states \( s_k = (m_k, n_k) \) and \( s_\alpha = (m_\alpha, n_\alpha) \) which are \((t_k, e_k)-\)reachable from \( s_j \) and \( s_i \) respectively, which means that \( m_k - m_j = m_j - m_i \) and \( n_k - n_j = n_j - n_i \).

To show the property, it should be observed that both \( E(m_j) \) and \( E(m_j') \) must be empty sets, so

\[ \forall (t \in T) \quad \min_{p \in \text{Out}(t)}(m_j(p)) = \min_{p \in \text{Out}(t)}(m_j'(p)) = 0. \]

Since \( n_j \gg n_i \), \( t_k \) is any transition for which \( n_j(t_k) > 0 \), and then \( E(m_j) = E(m_j') \). Moreover, \( \text{Sel}(m_j') = \text{Sel}(m_j) \) since

\[ \forall (t \in T) \quad \min_{p \in \text{Out}(t)}(m_j'(p)) = \min_{p \in \text{Out}(t)}(m_j'(p)). \]

\( e_k \) is thus any selection function from the \( \text{Sel} \) sets. The remaining part follows from the definition of state reachability.

**Property 5:** In a timed net \( T \), if a state \( s_j = (m_j, n_j) \) is reachable from a state \( s_i = (m_i, n_i) \), \( s_i \rightarrow s_j \), and \( n_j \) dominates \( n_i \), \( n_j \gg n_i \), while \( m_j \approx m_i \) or \( m_j > m_i \), then the timed net \( T \) is t-unbounded.

To show the property, let \( s_j \) be reachable from \( s_i \) by a firing sequence \( \sigma = t_{i_1}, t_{i_2}, \ldots, t_{i_k} \). Since \( n_j \gg n_i \), there must exist states \( s_j = (m_j, n_j) \) and \( s_j = (m_j, n_j) \), which are \((t_{i_1}, e_{i_1})-\)reachable from \( s_i \) and \( s_j \), respectively, and then it follows immediately from the reachability of states that \( m_j - m_i = m_j - m_i \) and \( n_j \gg n_i \), since \( n_j - n_i = n_j - n_i \). The same argument can thus be applied to consecutive transitions in \( \sigma \), resulting in a state \( s_{j_k} = (m_{j_k}, n_{j_k}) \) reachable from \( s_j \) such that \( m_{j_k} - m_j = m_j - m_i \) and \( n_{j_k} \gg n_i \). Then the same property holds for \( s_j \) and \( s_{j_k} \), etc.

**Property 6:** In a timed net \( T \), if a state \( s_j = (m_j, n_j) \) is reachable from a state \( s_i = (m_i, n_i) \), \( s_i \rightarrow s_j \), and \( m_j \) strongly dominates \( m_i \), \( m_j \gg m_i \), while \( n_j \neq n_i \) or \( n_j > n_i \), then the timed net \( T \) is p-unbounded.

To show the property, let \( s_j \) be reachable from \( s_i \) by a firing sequence \( \sigma = t_{i_1}, t_{i_2}, \ldots, t_{i_k} \). According to property 4, there must exist states \( s_k = (m_k, n_k) \) and \( s_k = (m_k, n_k) \) which are \((t_{i_1}, e_{i_1})-\)reachable from \( s_j \) and \( s_i \), respectively. Moreover, \( m_k - m_i = m_i - m_i \) and \( n_k - n_i = n_j - n_i \). The same argument can thus be applied to consecutive transitions in \( \sigma \), resulting in a state \( s_{j_k} = (m_{j_k}, n_{j_k}) \) reachable from \( s_j \) such that \( m_{j_k} \gg m_j \) and \( n_{j_k} - n_j = n_j - n_i \). Then the same property holds for \( s_j \) and \( s_{j_k} \), etc.
Moreover, since in timed nets the changes of token distributions are due to transition firings in exactly the same way as in marked nets, the T-invariants and T-vectors describe the same properties of (timed) states as (ordinary) marking functions. If $\sigma$ is a sequence of transition firings that corresponds to a T-invariant, and if $\sigma$ is a feasible firing sequence in a timed net $T$, then there exists a state $s_i \in S(T)$ such that $\sigma$ reproduces $s_i$, i.e. $\sigma$ transforms $s_i$ into $s_i$. Similarly, if $\mu$ is a feasible firing sequence in a timed net $T$ and it corresponds to a $T$-$(k; h)$-vector, then there exists a state $s_j = (m_i, n_j) \in S(T)$ that is transformed by $\mu$ into a state $s_j = (m_i, n_j) - m_i(p_k) \in h \Delta n_i$, $j = 1, ..., k$. Then, according to properties 5 and 6, the net is unbounded, and its state space is composed of a finite number of infinite classes of states $S_i = \{s_{i,j} | j = 0, 1, ..., \}$, $i = 1, ..., k$. These infinite classes are used in “reduction” of state space.

These reduction classes of states can be identified during systematic generation of state space [Zub2] as shown in the example that follows.

7. PERFORMANCE EVALUATION

The infinite state space $S$ of a place-unbounded timed net $T$ can be subdivided into one finite (possibly empty) class $S_0$ and a finite number of infinite disjoint classes of states $\mathcal{S}_i = \{s_{i,j} | j = 1, 2, ..., \}$, $i = 1, ..., k$. The marking component of states in the same class is linearly increasing, i.e., $s_{i,j} = (m_{i,j} + j \Delta n_i)$, $j = 1, 2, ..., \). Consequently:

1. $S = \bigcup_{0 \leq i \leq k} S_i$, and
2. $\forall (1 \leq i < j \leq k) \; s_{i,1} \Rightarrow s_{j,1} \Rightarrow \forall (l = 2, 3, ...) \; s_{j,l} \Rightarrow s_{i,l}$

For the solution of stationary state probabilities, this infinite space can be reduced (or “folded”) to a finite subset of states composed of three groups:

1. $S_0$, the original finite class of states,
2. $S_2 = \{s_{i,1} | i = 1, ..., k\}$, the “bottom” layer of “folding”,
3. $S_\infty = \{s_{i,2} | i = 1, ..., k\}$, the “second” layer of “folding”.

Stationary probabilities $x(s_i)$ of the states $s_i$, $i = 1, 2, ..., \) are obtained by solving the following system of (nonlinear) equilibrium equations:

\[
\begin{align*}
\sum_{s_j \in S_i \cap S_S} q(s_j, s_i) \cdot x(s_j) / h(s_j) &= x(s_i) / h(s_i); \quad s_i \in S_0 \\
\sum_{s_j \in S_i \cap S_S} q(s_j, s_i) \cdot x(s_j) / h(s_j) + \\
\rho \sum_{s_j \in S_i} q(s_j, s_i) \cdot x(s_j') / h(s_j') &= x(s_i) / h(s_i); \quad s_i \in S_2 \\
(1 - \rho) \sum_{s_j \in S_0} x(s_j) + \sum_{s_j \in S_S} x(s_j) &= 1 - \rho
\end{align*}
\]

where $q(s_i, s_j)$ are transition probabilities between the states $s_i$ and $s_j$, $h(s_i)$ is the average holding time in the state $s_i$, and $s_j'$ denotes its corresponding state in $S_\infty$ (i.e., its “image” in $S_\infty$), and $\rho$ is an additional unknown which is the rate of geometric distributions within the infinite classes of states.

Many performance measures can be derived from stationary probabilities of states, as shown in the following example.

For nets with multiple unbounded places, the implied Markov chains are multidimensional (but still very regular), so the “folding” process must be performed for each unbounded place. The resulting system of reduced equations will contain an additional unknown ($p_j$) for each unbounded place.

8. EXAMPLE

The unbounded timed net $T_1$ shown in Fig 1 (as usual, the firing rate $f$ and the choice $c$ functions are shown as additional descriptions of transitions) is a simple open network model in which a “source” with exponentially distributed interarrival times is represented by $p_1$ and $t_1$ (the arrival rate $f(t_1)$ is equal to 1 arrival per time unit), and the remaining part of the net models a single channel server; the number of channels is determined by the initial marking of the place $p_2$, in this case equal to 1. The place $p_2$ represents a queue of “jobs” waiting for the server. The server is composed of two consecutive stages. The first stage ($t_2$) provides exponentially distributed service with the rate equal to 4. The second stage ($t_3$ and $t_4$) has service times distributed hyperexponentially; the service rate is equal to 5 with probability 0.75 ($t_3$) and 2 with probability 0.25 ($t_4$); the place $p_4$ is a free-choice place. The total service time is thus hyperexponentially distributed with corresponding parameters.

The connectivity matrix $C$ of the net from Fig.1 is as follows:

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_2$</td>
<td>+1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

There is one trivial P-invariant [1,0,0,0] which corresponds to the selfloop composed of $p_1$ and $t_1$, and one nontrivial characteristic P-invariant [0,0.1,1] which determines the subnet composed of $p_2$, $p_3$, $t_2$, $t_3$ and $t_4$, as shown in Fig.2. It should be observed that the place $p_2$ cannot belong to any P-invariant as it introduces a unique nonzero element in the column $t_1$. $p_2$ is an unbounded place, and its increasing token count corresponds to consecutive firings of $t_1$. 

![Fig.1. Unbounded timed Petri net $T$.](image-url)
There are two characteristic T-invariants for the net from Fig. 1. One is $[1.1.1.0]$ with a firing sequence $(t_1, t_2, t_3)$; the second is $[1.1.0.1]$ and it corresponds to a firing sequence $(t_1, t_2, t_4)$. It can easily be checked that both these firing sequences reproduce the initial marking function $m_0$. Furthermore, there is one T-(2, 1)-vector $[1.0, 0, 0]$; as noted earlier, each firing of $t_1$ increases by 1 the number of tokens assigned to $p_2$.

The state space of this net is infinite because of the unbounded place $p_2$; since the firing times of $t_2$, $t_3$ and $t_4$ are exponentially distributed random variables, the probability that there will be $k$ firings of $t_1$ before a termination of $t_2$ (or $t_3$ or $t_4$) firing is non-zero, and this is true for any value of $k$. Therefore, the state space $S(T)$ contains groups of states that differ only in the marking of $p_2$. All such states can be “reduced” to a single state with a stationary probability that is the sum of a corresponding infinite geometric series.

The derivation of the (reduced) state space for $T$ is shown in Tab. 1, in which $s_i$ and $s_j$ are the present and the next states, respectively. $m_i$ and $n_i$ describe the distributions of tokens in places ($m_i$) and firing transitions ($n_i$), $h(s_i)$ if the average holding time in the state $s_i$, and $q(s_i, s_j)$ is the probability of transition from the state $s_i$ to the state $s_j$; all details of this derivation are given in [Zub1] and [Zub2].

The initial part of the (infinite) state graph for $T$ is shown in Fig. 3. It can be observed that this graph has a very regular structure, and that a three-state section (6-5-7, 9-8-10, ... ) is repeatedly added to a four-state “basis” (1-3-2-4). (The numbering of states is quite irrelevant; actually it is generated by a net analyzing program which uses a rather complicated scheme for assigning consecutive state numbers.) The infinite classes of “similar” states are {6, 9, 12, ...}, {5, 8, 11, ...} and {7, 10, 13, ...}.

<table>
<thead>
<tr>
<th>$s_i$</th>
<th>$m_i$</th>
<th>$n_i$</th>
<th>$h(s_i)$</th>
<th>$t_k$</th>
<th>$s_j$</th>
<th>$q(s_i, s_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1</td>
<td>2</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>1.000</td>
<td>0.200</td>
<td>2</td>
<td>3</td>
<td>0.600</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>1.000</td>
<td>0.167</td>
<td>3</td>
<td>1</td>
<td>0.833</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>1.000</td>
<td>0.333</td>
<td>5</td>
<td>1</td>
<td>0.667</td>
</tr>
<tr>
<td>5</td>
<td>0.100</td>
<td>1.000</td>
<td>0.200</td>
<td>2</td>
<td>6</td>
<td>0.600</td>
</tr>
<tr>
<td>6</td>
<td>0.100</td>
<td>1.000</td>
<td>0.167</td>
<td>4</td>
<td>2</td>
<td>0.833</td>
</tr>
<tr>
<td>7</td>
<td>0.100</td>
<td>1.010</td>
<td>0.333</td>
<td>3</td>
<td>2</td>
<td>0.667</td>
</tr>
<tr>
<td>8</td>
<td>0.200</td>
<td>1.100</td>
<td>0.200</td>
<td>2</td>
<td>9</td>
<td>0.333</td>
</tr>
<tr>
<td>9</td>
<td>0.200</td>
<td>1.001</td>
<td>0.167</td>
<td>4</td>
<td>5</td>
<td>0.833</td>
</tr>
<tr>
<td>10</td>
<td>0.200</td>
<td>1.010</td>
<td>0.333</td>
<td>3</td>
<td>5</td>
<td>0.667</td>
</tr>
</tbody>
</table>

Tab. 1. The set of reachable states for $T$.

and $S_9 = \{s_{19}, s_{25}, s_{30}, \ldots \}$. Then $S_r = \{s_0, s_5, s_{10}\}$, and the reduced (finite) state graph is shown in Fig. 4. in which broken lines indicate the arcs introduced by during reduction; the transition probabilities associated with these new arcs are “reduced” $\rho$ times.

![Fig. 4. Reduced state graph for $T$.](image-url)

The set of 8 equilibrium equations (with $x(s_i)$ simplified to $x_i$) is:

$$
\begin{align*}
\begin{cases}
  s_1 & = 0.833 \times x_3/0.167 + 0.667 \times x_4/0.333 = x_1/1.0 \\
  s_2 & = 1.0 \times x_1/1.0 + 0.833 \times x_6/0.167 + 0.667 \times x_7/0.333 = \\
  s_3 & = 0.6 \times x_2/0.167 \\
  s_4 & = 0.2 \times x_2/0.167 = x_4/0.333 \\
  s_5 & = 2 \times x_2/0.2 + 0.833 \times p \times x_0/0.167 + \\
  s_6 & = 0.667 \times p \times x_0/0.333 = x_5/0.167 \\
  s_7 & = 0.167 \times x_3/0.167 + 0.6 \times x_7/0.2 = x_7/0.167 \\
  s_8 & = 0.333 \times x_4/0.333 + 0.2 \times x_0/0.167 = x_8/0.383 \\
  \text{and} & : (1 - \rho)(x_1 + x_2 + x_3 + x_4) + (x_5 + x_6 + x_7) = 1 - \rho
\end{cases}
\end{align*}
$$

![Fig. 2. P-invariants of the net $T$.](image-url)

![Fig. 3. Initial part of the state graph for $T$.](image-url)
The solution is \( \rho = 0.483 \), \( x_1 = 0.4717 \), \( x_2 = 0.1489 \), \( x_3 = 0.0744 \), \( x_4 = 0.0496 \), \( x_5 = 0.0562 \), \( x_6 = 0.1319 \) and \( x_7 = 0.0353 \). The remaining probabilities can be obtained from recursive formulas, e.g., \( x_6 = \rho \times x_5 \), etc.

Since the server is idle only in the state \( s_1 \) \( (m_1(p_2) \neq 0 \) in Tab 1), the utilization of the server is equal to \( 1-x_1 = 0.5283 \).

The probability that there is at least one job waiting (in \( p_2 \)) for service is equal to \( 1-x_1 - x_2 - x_3 - x_4 = 0.2554 \) since only \( m_1(p_2) = m_2(p_2) = m_3(p_2) = m_5(p_2) = 0 \) (see Tab 1), an so on.

Many other performance measures can be derived in a very similar way.

9. CONCLUDING REMARKS

It has been shown that a class of unbounded timed nets can be used in modelling and performance evaluation of systems with parallel and concurrent activities. This opens a new direction in applications of timed Petri nets as all existing approaches [AMCB, DBCT, HoVe, RaPh] assume that the modelling nets are bounded, and their state spaces are finite.

Unbounded net models can also be used in approximate analysis of bounded models which very large state spaces, eliminating the so called “state explosion” problem. It is known that quite often the number of reachable states increases rapidly with the number of tokens introduced by the initial marking function. For example, introducing a bound on the capacity of the waiting queue in the model from the previous section may result in a net shown in Fig.5, in which “immediate” transitions \( t_5 \) and \( t_6 \) (immediate transitions fire instantly) i.e., in zero time \([Zub1,Zub2]\) are used for queue operations, and the capacity of the queue is represented by parameter \( K \) in place \( p_6 \). It should be obvious that the model is finite (it is covered by three regular subnets implied by three characteristic p-invariants) but the number of reachable states grows almost exponentially with the value of \( K \). Therefore, for large values of \( K \), it may be more practical to derive approximate performance indices from an unbounded model (Fig.1) restricting the analysis to a subset of reachable states; for example, the states \( s_i = (m_i, n_i) \) with the \( m_i(p_2) \) value (the number of waiting jobs) not greater than \( K \).

Fig. 5. Bounded timed Petri net \( T' \).

The presented approach may seem rather complicated and thus not very practical, it should be noted, however, that the approach can easily be implemented as a computer program, and then all the detailed state descriptions and state transitions can be "invisible" for users, as is presently the case for bounded net models.
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