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Abstract
Schedules for manufacturing cells can be systematically derived by simple stepwise refinements which, in consecutive steps, increase the complexity of the cell by introducing its components one after another. Timed Petri net models of schedules derived in this way have some convenient structural properties – net models are covered by conflict-free subnets, determined by place invariants of the model. These place invariant implied subnets can be used for evaluation of the basic performance characteristics of the model. The paper shows that place invariants of net models of schedules can be obtained by the same stepwise refinements that are used for model derivation. Simple examples of performance evaluation are included as an illustration of the use of place invariants in the analysis of schedules.

1. Introduction

Petri nets [13, 11] have been proposed as a formalism for modeling and analysis of discrete-event systems with asynchronous interacting components. This includes modeling, control and analysis of automated manufacturing systems [1, 4, 5, 6, 15, 16]. Popularity of net models is due to a simple and ‘natural’ representation of those aspects of systems that cannot easily be modeled using queueing theory or other traditional modeling and evaluation techniques; concurrent and asynchronous events, typical for many discrete-event dynamical systems, are easily captured by Petri nets. In addition, a well-developed mathematical foundation exists for describing and analyzing net models.

In order to study the performance aspects of Petri net models, the duration of activities must also be taken into account. Several types of Petri nets ‘with time’ have been proposed by assigning ‘firing times’ to transitions or ‘enabling times’ to places. In timed Petri nets [12, 2, 8, 17], the events occur in ‘real time’, i.e., there is a (deterministic or stochastic) duration associated with each transition’s firing, and different (concurrent) firings of transitions correspond to (concurrent) activities in the modeled systems. For timed Petri nets, the concept of ‘state’ and state transitions can be formally defined, and used to derive different performance characteristics of the model [17].

Petri net models have been used for modeling manufacturing systems and studying their scheduling problems [3, 7]. Scheduling can be dynamic, in which case the decisions about the ordering of operations (which may be in conflict, for example, because of shared resources) are performed ‘on line’, just before the execution of the operations, or static, in which case the decisions are made during a pre-execution stage, and are represented by a (usually cyclic) fixed sequence of operations that attempts to optimize the performance of the system. Only static scheduling is considered in this paper.

Manufacturing systems are often composed of clusters of machines connected by a transportation system that moves the parts between the clusters of machines and between the machines and storage facilities. Each cluster of machines can be organized in a manufacturing cell (or a robotic cell) [14] in which a robot transports the parts from one machine to another and also from the input conveyor to the first machine, and from the last machine to the output conveyor. The sequence of operations performed (cyclically) by the robot is called the schedule for a cell. The performance of the cell is determined by the ordering of robot’s operations, i.e., by the schedule.

It can be shown [19] that schedules for manufacturing cells can be systematically derived by stepwise refinements applied to single elements of net models (transition refinements). It is also known that, for some classes of nets, basic performance characteristics (such as throughput or cycle time) can be determined from structural properties of nets. More specifically, if a net is covered by a family of conflict-free cyclic subnets, determined by basic place invariants of the net, the cycle time of the net is equal to the maximum cycle time of the invariant–implied subnet. The evaluation of performance can thus be based on the set of basic place invariants of the net model.

This paper describes an approach to deriving place invariants of net models by stepwise refinements. The approach is used for performance analysis of schedules for manufacturing cells. Since the analyzed schedules are also derived by stepwise refinements, a combined
approach is proposed in which both the model and its performance are derived by a sequence of transition refinements, starting from a trivial initial model. The refinements preserve the boundedness, liveness, absence of deadlocks, and many other structural properties of the model.

Section 2 recalls some basic concepts related to manufacturing cells and their schedules. Fundamental elements of Petri nets and timed nets, their place invariants, transition refinements and (structural) performance analysis are overviewed in Section 3. Section 4 describes the systematic derivation of place invariants by net refinements. Application of the proposed approach to analysis of manufacturing cell schedules is presented in Section 5. Section 6 contains some concluding remarks.

2. Schedules for manufacturing cells

A simple manufacturing cell with three machines, $M_1$, $M_2$ and $M_3$, an input conveyor $In$, an output conveyor $Out$, and a robot, is outlined in Fig. 2.1.

![Fig. 2.1. Layout of a 3-machine cell.](image)

Sequences of operations executed for consecutive parts (transported to the cell by the input conveyor) are called schedules. These schedules can be described by sequences of 'move' operations (performed by the robot) such as picking a part from the input conveyor, transporting it to a machine and loading it, then (when the machine's operation is finished) unloading, transporting to another machine, and so on. It is known [14] that for a cell with $m$ machines, there are $m!$ different schedules. The optimal schedule is usually the one which maximizes the throughput of the cell (or minimizes its cycle time).

Assuming (for simplicity) that all parts follow the same path through the cell, and that this path is from the input conveyor to the first machine, then from the first machine to the second, and so on, the six 3-machine schedules, denoted here A, B,..., F, are as follows (in the schedules, element '01' denotes the operation of picking a new part from the input conveyor ('0'), moving it to the first machine ('1') and loading the part; similarly, element '12' denotes unloading the first machine, transporting the unloaded part to the second machine and loading the part, and element '30' — unloading the third machine, moving to the output conveyor and depositing the part there):

- A: $01 - 12 - 23 - 30$
- B: $01 - 12 - 30 - 23$
- C: $01 - 23 - 12 - 30$
- D: $01 - 23 - 30 - 12$
- E: $01 - 30 - 12 - 23$
- F: $01 - 30 - 23 - 12$

Since all schedules are cyclic, it is (arbitrarily) assumed that a uniform 'beginning' of all schedules is the operation of picking a new part from the input, transporting it and loading on the first machine of the cell (step '01').

It has been shown [19] that the schedules for a 3-machine cell can conveniently be derived from the two schedules for a 2-machine cell:

$$01 - 12 - 20$$
$$01 - 20 - 12$$

by first replacing steps '20' by '23' (which is due to the additional machine in the cell), and then inserting the new step '30' in all three possible positions of each 2-machine schedule, i.e., after the third entry, between the second and the third entries, and between the first and the second entries (the first step remains '01' as the 'standard beginning').

In the same way, the 3-machine schedules can be expanded into 4-machine ones (there are 24 such schedules), and the 2-machine schedules can be derived from the single 1-machine schedule:

$$01 - 10$$

This single schedule can be used as the 'standard' initial schedule for a hierarchical derivation of schedules for any other cell [19].

Each of these schedules can easily be transformed into a complete sequence of robot's operations [18] by adding all those robot’s moves which are necessary to perform the required transport functions. For example, the 3-machine schedule D, '01 - 23 - 30 - 12', requires that the robot, after loading the new part on machine $M_1$ (element '01'), moves to machine $M_2$ to unload it, transport the unloaded part to machine $M_3$ and load the part (step '23'); then the robot waits until the $M_3$'s operation is finished, unloads the part, transports it to the output conveyor and drops it there (step '30'). After which it moves to machine $M_1$ to unload it and transport the unloaded part to machine $M_2$ (step '12'), and finally moves to the input conveyor to start another cycle. Such a detailed schedule of the robot is a sequence of steps in which the robot carries a part from one component of the cell to another (such steps are denoted by $\Rightarrow$), or performs 'empty' moves, without carrying a part (such steps are denoted by $\rightarrow$).
The discussed schedule $D$ is a (cyclic) sequence of the following steps:

$In \Rightarrow M1 \Rightarrow M2 \Rightarrow M3 \Rightarrow Out \Rightarrow M1 \Rightarrow M2 \Rightarrow In$.

3. Nets, invariants and refinements

This section recalls basic concepts of timed Petri nets, net invariants and net refinements. A more detailed discussion can be found in [11, 13, 17, 18].

A place/transition (ordinary, i.e., with no arc weights) net $N$ is a triple $N = (P, T, A)$ where $P$ is a finite, nonempty set of places, $T$ is a finite, nonempty set of transitions, $A$ is a set of directed arcs, and $A \subseteq P \times T \cup T \	imes P$, such that for each transition there exists at least one place connected with it. For each place $p$ (and each transition $t$) the input set, $\text{Inp}(p)$ (or $\text{Inp}(t)$), is the set of transitions (or places) connected by directed arcs to $p$ (or $t$). The output sets, $\text{Out}(p)$ and $\text{Out}(t)$, are defined similarly.

A marked Petri net $M$ is a pair $M = (N, m_0)$ where $N$ is a Petri net, $N = (P, T, A)$, and $m_0$ is an initial marking function, $m_0 : P \to \{0, 1, \ldots\}$ which assigns a (nonnegative) integer number of tokens to each place of the net.

Let any function $m : P \to \{0, 1, \ldots\}$ be called a marking in a net $N = (P, T, A)$.

A transition $t$ is enabled by a marking $m$ if every input place of this transition contains at least one token. Every transition enabled by a marking $m$ can fire. When a transition fires, a token is removed from each of its input places and a token is added to each of its output places. This determines a new marking in a net, a new set of enabled transitions, and so on. The set of all markings that can be derived from the initial marking is called the set of reachable markings. If this set is finite, the net is bounded.

A place $p$ is shared iff it is an input place for more than one transition. A net is (dynamically or statically) conflict-free if it does not contain shared places.

A marked net is (dynamically) conflict-free if for any marking in the set of reachable markings, and for any shared place, at most one of transitions sharing the place is enabled. Only bounded conflict-free nets are considered in this paper.

Each place/transition net $N = (P, T, A)$ can conveniently be represented by a connectivity (or incidence) matrix $C : P \times T \to \{-1, 0, +1\}$ in which places correspond to rows, transitions to columns, and the entries are defined as:

$$\forall p \in P \forall t \in T : C[p, t] = \begin{cases} -1, & \text{if } t \in \text{Out}(p) \text{ or } \text{Inp}(t) \text{ or } \text{Out}(p) \text{ or } \text{Inp}(t), \\ +1, & \text{if } t \in \text{Inp}(p) \text{ or } \text{Out}(p) \text{ or } \text{Inp}(t), \\ 0, & \text{otherwise.} \end{cases}$$

If a marking $m_i$ is obtained from another marking $m_j$ by firing a transition $t_k$ then (in vector notation) $m_i = m_j + C[k]$, where $C[k]$ denotes the $k$-th column of $C$, i.e., the column representing $t_k$.

Connectivity matrices disregard ‘self-loops’, that is, pairs of arcs $(p, t)$ and $(t, p)$; any firing of a transition $t$ cannot change the marking of $p$ in such a self-loop, so self-loops are neutral with respect to token count of a net. A pure net is defined as a net without self-loops [13].

A P-invariant (place invariant) of a net $N$ is any nonnegative, nonzero integer (column) vector $I$ which is a solution of the matrix equation

$$C^T \times I = 0,$$

where $C^T$ denotes the transpose of matrix $C$. It follows immediately from this definition that if $I_1$ and $I_2$ are P-invariants of $N$, then also any linear (positive) combination of $I_1$ and $I_2$ is a P-invariant of $N$.

A basic P-invariant of a net is defined as a P-invariant which does not contain simpler invariants.

All basic P-invariants $I$ of ordinary nets are binary vectors [13], $I : P \to \{0, 1\}$.

A net $N_i = (P_i, T_i, A_i)$ is a $P_i$-implied subnet of a net $N = (P, T, A)$, $P_1 \subseteq P$, iff:

1. $T_1 = \{t \in T \mid \exists p \in P_1 : (p, t) \in A \lor (t, p) \in A\}$,
2. $A_i = A \cap (P_1 \times T \cup T \times P_1)$.

It should be observed that in a (pure) net $N$, each P-invariant $I$ of $N$ determines a $P_i$-implied (invariant) subnet of $N$, where $P_1 = \{p \in P \mid I(p) > 0\}$; $P_1$ is sometimes called the support of the invariant $J$; all nonzero elements of $I$ select rows of $C$, and each selected row $i$ corresponds to a place $p_i$ with all its input (+1) and all output (−1) arcs associated with it.

For the Petri net shown in Fig.3.1.a, the connectivity matrix is:

$$
\begin{array}{c|cccc}
\text{C} & t_1 & t_2 & t_3 & t_4 \\
\hline
p_1 & -1 & +1 & 0 & 0 \\
p_2 & +1 & 0 & -1 & 0 \\
p_3 & 0 & +1 & -1 & 0 \\
p_4 & 0 & 0 & -1 & +1 \\
p_5 & 0 & 0 & 0 & -1 \\
\end{array}
$$

and there are two basic invariants, $I_1 = [1, 1, 0, 1, 1]$, i.e., \{p_1, p_2, p_3, p_4\}, and $I_2 = [0, 0, 1, 1, 1]$, i.e., \{p_3, p_4, p_5\}. It can be observed that the basic invariants correspond to the smallest subsets of rows of the connectivity matrix for which the (component-wise) sums are equal to (vector) zero.

The $P_i$-implied subnets are simple cycles. $(p_1, t_1, p_2, t_2, p_3, t_3, p_4, t_4, p_5, t_5)$ and $(p_3, t_3, p_4, t_4, p_5, t_5)$.

Finding basic invariants is a ‘classical’ problem of linear algebra, and there are known algorithms to solve this problem efficiently [9, 10].
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![Fig. 3.1. Petri net $M_0$ (a) and its refinement $M_1$ (b).](image)

Refinements in Petri nets can be defined in several ways; a convenient approach, proposed in [19], refines a net by replacing a single element (a transition or a place) by a subnet connected to the input and output sets of the replaced element.

More formally, a refinement system $R$ is defined as a 5-tuple $R = (M_0, M, \rho, \phi, \psi)$, where:

- $M_0$ is a marked (initial) place/transition net, $M_0 = (P_0, T_0, A_0, m_0)$;
- $M$ is a family of (marked) place/transition refinement nets, $M = \{M_1, \ldots, M_k\}$;
- $\rho$ is a (partial) refinement function which associates elements of $P_0$ (place refinements) or $T_0$ (transition refinements) with nets from $M$: $\rho : P_0 \cup T_0 \rightarrow \{1, \ldots, k\}$ such that if $p \in \text{Dom}(\rho)$ and $t \in \text{Dom}(\rho)$, then $(p, t) \notin A_0$ and $(t, p) \notin A_0$; each place $p \in P_0$ is refined by the net $M_{\rho(p)}$ if $p \in \text{Dom}(\rho)$; otherwise $p$ remains a simple place, and each transition $t \in T_0$ is refined by $M_{\rho(t)}$ if $t \in \text{Dom}(\rho)$;
- $\phi$ and $\psi$ are (input and output) interface functions which define the interconnections between the input and output sets of a place (or transition) and its refinement determined by $\rho$; for each $p \in P_0$, if $p \in \text{Dom}(\rho)$, then $\phi(p) : T_0 \rightarrow 2^{P_0}$ and $\psi(p) : T_0 \rightarrow 2^{P_0}$ such that $\phi(p)(t)$ is undefined if $(t, p) \notin A_0$ and $\psi(p)(t)$ is undefined if $(p, t) \notin A_0$; similarly, for each $t \in T_0$, if $t \in \text{Dom}(\rho)$, then $\phi(t) : P_0 \rightarrow 2^{T_0}$ and $\psi(t) : P_0 \rightarrow 2^{T_0}$ such that $\phi(t)(p)$ is undefined if $(p, t) \notin A_0$ and $\psi(t)(p)$ is undefined if $(t, p) \notin A_0$.

It should be noted that a single refinement can replace several (nonadjacent) elements of a net $M_0$, but only refinements of single elements are used in this paper.

For example, Fig.3.1.a shows a net that can be refined by using the net shown in Fig.3.1.b as a replacement of transition $t_3$; i.e., first $t_3$ and all arcs incident with it are removed from the net in Fig.3.1.a, and then the remaining net is connected to the net in Fig.3.1.b by new arcs from $p_2$ to $t'_2$, from $p_3$ to $t'_3$, and from $t'_3$ to $p_5$. The resulting net is shown in Fig.3.2.

![Fig. 3.2. Refined net.](image)

For this example, $M_0$ is the net from Fig.3.1.a. $M = \{M_1\}$, where $M_1$ is the net shown in Fig.3.1.b. The partial functions $\rho, \phi$ and $\psi$ are as follows:

$$\forall x \in P_0 \cup T_0 : \rho(x) = \begin{cases} 1, & \text{if } x = t_3; \\ \text{undefined otherwise}; \end{cases}$$

$$\forall p \in P_0 : \phi(t_3)(p) = \begin{cases} \{t'_3\}, & \text{if } p \in \{p_2, p_3\}; \\ \text{undefined otherwise}; \end{cases}$$

$$\forall p \in P_0 : \psi(t_3)(p) = \begin{cases} \{t'_3\}, & \text{if } p = p_5; \\ \text{undefined otherwise}. \end{cases}$$

It should be observed that a net isomorphic to the one shown in Fig.3.2 can be obtained by refining $t_2$ in Fig.3.1.a with the same net $M_1$ shown in Fig.3.1.b. In this case, the partial functions $\rho, \phi$ and $\psi$ are:

$$\forall x \in P_0 \cup T_0 : \rho(x) = \begin{cases} 1, & \text{if } x = t_2; \\ \text{undefined otherwise}; \end{cases}$$

$$\forall p \in P_0 : \phi(t_2)(p) = \begin{cases} \{t'_2\}, & \text{if } p = p_4; \\ \text{undefined otherwise}; \end{cases}$$

$$\forall p \in P_0 : \psi(t_2)(p) = \begin{cases} \{t'_2\}, & \text{if } p \in \{p_1, p_3\}; \\ \text{undefined otherwise}. \end{cases}$$

In timed Petri nets each transition takes a ‘real time’ to fire, i.e., there is a ‘firing time’ associated with each transition of a net which determines the duration of transition’s firings.

A conflict-free timed Petri net $T$ is a pair $T = (M, f)$ where:

- $M$ is a conflict-free marked Petri net, $M = (N, m_0)$.
- $f$ is a firing time function which assigns the nonnegative (average) firing time $f(t)$ to each transition $t$ of the net. $f : T \rightarrow \mathbb{R}^\geq$, and $\mathbb{R}^\geq$ denotes the set of nonnegative real numbers.

The behavior of a timed Petri net can be represented by a sequence of ‘states’ and state transitions where each ‘state’ describes the distribution of tokens in places as well as firing transitions of the net; detailed definitions of states and state transitions are...
given in [17]. The states and state transitions can be combined into a graph of reachable states; this graph is a semi-Markov process defined by the timed net $T$.

For cyclic conflict-free timed nets, such state graphs are simple cycles which represent the cyclic behavior of such nets. Each such timed Petri net contains a basic invariant subnet with the cycle time equal to the cycle time of the whole net. All other subnets, with smaller cycle times, will be subjected to some synchronization delays, imposed by the ‘slowest’ subnet that determines the cycle time of the whole net. The cycle time of the net is thus equal to the maximum cycle time if its basic invariant subnets.

For example, the net shown in Fig. 3.2 has four basic P-invariants and four cyclic subnets implied by these P-invariants; these subnets contain the following transitions:

<table>
<thead>
<tr>
<th>subnet</th>
<th>transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$t_2$, $t_3$, $t_4$</td>
</tr>
<tr>
<td>2</td>
<td>$t_2$, $t_3$, $t_4$</td>
</tr>
<tr>
<td>3</td>
<td>$t_2$, $t_3$, $t_4$</td>
</tr>
<tr>
<td>4</td>
<td>$t_2$, $t_3$, $t_4$</td>
</tr>
</tbody>
</table>

The cycle time $\tau_0$ of this net is determined by the last subnet as the sets of transitions of all other subnets are subsets of the last one’s (so the cycle times of these other subnets are smaller than the last one’s):

$$\tau_0 = f(t_1) + f(t'_1) + f(t_2) + f(t'_2) + f(t'_3) + f(t_4).$$

4. Refinements of place invariants

It can be observed that a transition refinement is a transformation of the connectivity matrix in which a single column (the refined transition) is replaced by a set of new columns (the transitions of the refining net) and possibly a set of new rows (places of the refining net). If the refined transition is represented by the last column of the connectivity matrix, the structure of the connectivity matrix after refinement is

<table>
<thead>
<tr>
<th>A'</th>
<th>B'</th>
<th>B''</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A''</td>
</tr>
</tbody>
</table>

where A’ is the section of the original connectivity matrix which is not related to the refined transition. B’ and B'' are the rows corresponding to places connecting the ‘old’ net with the ‘new’ one, and A'' is the part of the refining net that is not affected by the refinement. The two ‘blank’ submatrices contain only zeroes.

The basic P-invariants of the refined matrix can be divided into three types:

- ‘old’ P-invariants which are entirely within the original net and are not affected by the refinement; they correspond to such subsets of rows of the original connectivity matrix which, in the column of the refined transition, have only zero entries; all these invariants are invariants of the submatrix A’;

- ‘new’ P-invariants which are entirely within the refining net and are ‘brought into’ the refined net by the refinement; they correspond to subsets of rows of the new submatrix A” of the connectivity matrix;

- ‘mixed’ P-invariants which, in the original net, imply the refined transition, so, after the refinement, they include ‘new’ and ‘old’ net elements; all such invariants can be obtained by ‘combinations’ of the original P-invariants with the invariants of the refining net; submatrices B’ and B” are involved in all ‘mixed’ invariants.

The total number of P-invariants of a refined net is thus equal to the sum $N_{old} + N_{new} + N_{mixed}$.

The P-invariants of the ‘mixed’ type can be obtained by combining those P-invariants of the original net that imply the refined transition, with P-invariants of the augmented refining net; the augmented net contains one or more additional places (for transition refinements, or one or more additional transitions for place refinements) that represent the connections indicated by the interface input and output functions $\phi$ and $\psi$.

If the original net contains $N_r$ P-invariants that imply the refined transition $t$, and if the augmented refining net contains $N_a$ P-invariants which include the augmenting place(s), the number of the mixed invariants in the refined net is:

$$N_{mixed} = N_r * N_a.$$

For the example discussed in the previous section (for convenience, the columns corresponding to $t_2$ and $t_4$ are swapped so the refined transition, $t_3$, is the rightmost column of the connectivity matrix), the connectivity matrix for the refined net (Fig. 3.2) is as follows:

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_4$</th>
<th>$t'_1$</th>
<th>$t'_2$</th>
<th>$t'_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>-1</td>
<td>+1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0</td>
<td>-1</td>
<td>+1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_3$</td>
<td>+1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>+1</td>
<td>0</td>
</tr>
<tr>
<td>$p'_1$</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>+1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p'_2$</td>
<td>0</td>
<td>0</td>
<td>+1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>$p'_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+1</td>
<td>-1</td>
<td>0</td>
</tr>
</tbody>
</table>
with separation of the matrix into the six submatrices discussed earlier.

All invariants of this connectivity matrix are of the ‘mixed’ type (i.e., \( N_{dd} = N_{nw} = 0 \)).

Fig 4.1 shows the augmented refining net \( M_1 \) (Fig 3.1.b): the additional place \( p_0 \) is an input place for \( t_2 \) because the input interface function \( \phi \) is defined only for \( t_2' \), and it is an output place for \( t_3 \) because the output interface function \( \psi \) is defined only for \( t_3' \), and there is, in the original net \( M_0 \), a directed path from \( p_3 \) (the connection created by \( \psi \)) to \( p_2 \) as well as to \( p_3 \) (the connections created by \( \phi \)).

This augmented net has two \( P \)-invariants: one with the subset of places \( \{p_0, p_3\} \), and the other with \( \{p_0, p_1', p_2\} \).

![Fig. 4.1. Augmented refining net M1.](image1)

Since the original net (Fig 3.1.a) has two \( P \)-invariants which imply transition \( t_0 \), there are four \( P \)-invariants for the refined net, obtained by combining each of the two original \( P \)-invariants with each of the two refining ones:

<table>
<thead>
<tr>
<th>invariant</th>
<th>places</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( p_1, p_2, p_4, p_5, p_5' )</td>
</tr>
<tr>
<td>2</td>
<td>( p_1', p_2', p_4, p_5, p_5', p_2 )</td>
</tr>
<tr>
<td>3</td>
<td>( p_0, p_1, p_5, p_5' )</td>
</tr>
<tr>
<td>4</td>
<td>( p_0, p_4, p_5, p_5', p_2 )</td>
</tr>
</tbody>
</table>

It can be easily verified that the subnets implied by these \( P \)-invariants contain the following sets of transitions:

<table>
<thead>
<tr>
<th>subnet</th>
<th>transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( t_2, t_1, t_2', t_3, t_4 )</td>
</tr>
<tr>
<td>2</td>
<td>( t_2, t_1, t_2, t_1', t_3, t_4 )</td>
</tr>
<tr>
<td>3</td>
<td>( t_2, t_1, t_2', t_4 )</td>
</tr>
<tr>
<td>4</td>
<td>( t_2, t_1, t_2', t_4 )</td>
</tr>
</tbody>
</table>

so the cycle time of this model is determined by the subnet implied by \( P \)-invariant (2) (the sets of transitions of all other implied subnets are subsets of (2)).

Fig 4.2 shows a Petri net model of schedule D for a 3-machine cell, as described in Section 2. The three machines (or rather machine operations) are represented by transitions \( t_1, t_2 \) and \( t_3 \), each with its input place (to represent the condition ‘part is loaded’) and an output place (to indicate that the ‘machine’s operation is finished’). The remaining part of the model is a cyclic representation of the sequence of robot’s steps.

![Fig. 4.2. Model of schedule D.](image2)

The initial marking function represents the configuration when a ‘finished’ part has been dropped on the output conveyor.

The interpretation of robot’s steps is as follows (the names of transitions are consistent with [18]):

<table>
<thead>
<tr>
<th>trans.</th>
<th>robot operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_0 )</td>
<td>pick a part from In, move to M1 and load</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>move from M1 to M2 and load</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>get from M2 to In</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>unload M2, move to M3 and load</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>unload M3, move to Out and drop</td>
</tr>
</tbody>
</table>

The net shown in Fig 4.2 can be obtained from that in Fig 3.2 by a refinement of transition \( t_2 \) using the refining net \( M_2 \) shown in Fig 4.3.a (it can also be derived in a different way).

![Fig. 4.3. Refining net M2 (a) and its augmented version (b).](image3)

In this case, the (partial) refining functions \( \rho, \phi \) and \( \psi \) are (assuming that \( M = \{M_2\} \)):

\( \forall x \in P_0 \cup T_0 : \rho(x) = \begin{cases} 2, & \text{if } x = t_2; \\
\text{undefined otherwise};
\end{cases} \)

\( \forall p \in P_0 : \phi(t_2)(p) = \begin{cases} \{t_4\}, & \text{if } p = p_4; \\
\text{undefined otherwise};
\end{cases} \)
\[ \forall p \in P_0 : \psi(t_2)(p) = \begin{cases} 
\{t_2^p\}, & \text{if } p = p_1; \\
\{t_2^p\}, & \text{if } p = p_3; \\
\text{undefined otherwise.} 
\end{cases} \]

The augmented refining net contains one ‘mixed’ \( P \)-invariant with places \( p_0, p_1^p, p_3^p \) and \( p_4^p \), and one ‘local’ \( P \)-invariant (with places \( p_1^p, p_2^p, p_3, p_4^p \)). The net from Fig.3.2 has four \( P \)-invariants, all of which imply \( t_2 \); the total number of \( P \)-invariants for the net shown in Fig.4.2 is thus 5. The self-loop in the augmented net (in Fig.4.5.b) indicates that, after the refinement, some ‘mixed’ \( P \)-invariants will actually contain only the elements of the ‘old’ net and interfacing arcs (created by functions \( \phi \) and \( \psi \)) but not any elements of the refining net. The five \( P \)-invariants are:

<table>
<thead>
<tr>
<th>invariant</th>
<th>places</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( p_1^p, p_2^p, p_3^p, p_4^p )</td>
</tr>
<tr>
<td>2</td>
<td>( p_1^p, p_2^p, p_3, p_0, p_4 )</td>
</tr>
<tr>
<td>3</td>
<td>( p_1^p, p_2, p_3^p, p_0, p_4 )</td>
</tr>
<tr>
<td>4</td>
<td>( p_2^p, p_3^p, p_2, p_3, p_5, p_4 )</td>
</tr>
<tr>
<td>5</td>
<td>( p_2^p, p_3^p, p_3, p_0, p_2, p_5, p_5, p_4 )</td>
</tr>
</tbody>
</table>

The same invariants are determined directly from the net model in [18].

5. Evaluation of models

The determination of the cycle time \( \tau_0 \) of the model (or the throughput of the cell) can be based on \( P \)-invariant-implied subnets. More specifically, for a timed net model \( T = (M, f) \) covered by a family \( I \) of conflict-free \( P \)-invariant-implies subnets, the cycle time is:

\[ \tau_0 = \max_{p_i \in I} \tau_i \]

where the cycle time \( \tau_i \) of the \( P_i \)-implies conflict-free subnet \( M_i = \{ N_i, m_i \} \), \( N_i = (P_i, T_i, A_i) \), is [5]:

\[ \tau_i = \frac{\sum_{t \in T_i} f(t)}{\sum_{p \in P_i, m_i(p)}} \]

For the model shown in Fig.4.2, the firing times of transitions \( t_1, t_2 \) and \( t_3 \) characterize the (average) operation times of machines \( M1, M2 \) and \( M3 \), respectively: the firing times of all remaining transitions can be determined on the basis of actions performed by the robot:

<table>
<thead>
<tr>
<th>transition</th>
<th>execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_01 )</td>
<td>( u + w + y )</td>
</tr>
<tr>
<td>( t_12 )</td>
<td>( v + w + y )</td>
</tr>
<tr>
<td>( t_20 )</td>
<td>( 2y )</td>
</tr>
<tr>
<td>( t_21 )</td>
<td>( y )</td>
</tr>
<tr>
<td>( t_23 )</td>
<td>( v + w + y )</td>
</tr>
<tr>
<td>( t_34 )</td>
<td>( v + x + y )</td>
</tr>
<tr>
<td>( t_{41} )</td>
<td>( 2y )</td>
</tr>
</tbody>
</table>

where the ‘execution times’ are expressed in terms of more elementary operations:

\( u \) – the (average) pickup time,
\( v \) – the (average) unload time,
\( w \) – the (average) load time,
\( x \) – the (average) drop time and
\( y \) – the average ‘travel’ time between two adjacent machines (assuming, for simplicity, that this time is the same for all adjacent machines, and also the same for \( M3 \) to \( Out \), \( Out \) to \( In \) and \( In \) to \( M1 \) moves).

The \( P \)-invariant-implied subnets contain the following sets of transitions:

<table>
<thead>
<tr>
<th>subnet</th>
<th>transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( t_1, t_{12}, t_{20}, t_{01} )</td>
</tr>
<tr>
<td>2</td>
<td>( t_2, t_{23}, t_{34}, t_{41}, t_{12} )</td>
</tr>
<tr>
<td>3</td>
<td>( t_2, t_{23}, t_{24}, t_{41}, t_{12} )</td>
</tr>
<tr>
<td>4</td>
<td>( t_{01}, t_{21}, t_{23}, t_{34}, t_{41}, t_{12}, t_{20} )</td>
</tr>
<tr>
<td>5</td>
<td>( t_{01}, t_{21}, t_{20}, t_{34}, t_{41}, t_{12}, t_{20} )</td>
</tr>
</tbody>
</table>

Since the set of transitions of subnet (2) is a subset of (3), and (4) is a subset of (5), the cycle time is:

\[ \tau_0 = \max(\tau_1, \tau_3, \tau_5) \]

where:

\[ \tau_1 = o_1 + u + v + 2w + 4y, \]
\[ \tau_3 = o_2 + o_3 + 3v + 2w + x + 5y, \]
\[ \tau_5 = o_3 + u + 3v + 3w + x + 9y, \]

and \( o_1 = f(t_1) \), \( o_2 = f(t_2) \), \( o_3 = f(t_3) \).

The same approach can be used for deriving schedules for 4-machine cells from schedules for 3-machine cells. Fig.5.1 shows a model of one of 24 schedules for a 4-machine cell:

\[ I_n \Rightarrow M1 \Rightarrow M3 \Rightarrow M4 \Rightarrow Out \Rightarrow M2 \Rightarrow M3 \Rightarrow M1 \Rightarrow M2 \Rightarrow I_n. \]

and Tab.5.1 – the operations represented by transitions and their execution times (using the same convention as before).

This model can be obtained from the net shown in Fig.4.2 by introducing a new, additional machine as a refinement of transition \( t_{12} \); this new machine becomes machine \( M2 \); the previous machine \( M2 \) is renamed as the new \( M3 \); and the previous \( M3 \) becomes the new \( M4 \).

The refining net \( M3 \) is shown in Fig.5.2.a, and the refining functions are:

\[ \forall x \in P_0 \cup T_0 : \rho(x) = \begin{cases} 
3, & \text{if } x = t_{12}; \\
\text{undefined otherwise;} 
\end{cases} \]

\[ \forall p \in P_0 : \phi(t_{12})(p) = \begin{cases} 
\{ t_2^p \}, & \text{if } p = p_{12}; \\
\{ t_3^p \}, & \text{if } p = p_{14}; \\
\text{undefined otherwise;} 
\end{cases} \]
Fig 5.1. Net model of a 4-machine cell’s schedule.

<table>
<thead>
<tr>
<th>transition</th>
<th>robot operations</th>
<th>execution times</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₀₁</td>
<td>pick a part from In, move to M₁ and load</td>
<td>u + w + y</td>
</tr>
<tr>
<td>t₁₂</td>
<td>unload M₁, move to M₂ and load</td>
<td>v + w + y</td>
</tr>
<tr>
<td>t₁₃</td>
<td>move from M₁ to M₂</td>
<td>2y</td>
</tr>
<tr>
<td>t₂₀</td>
<td>move from M₂ to In</td>
<td>2y</td>
</tr>
<tr>
<td>t₂₃</td>
<td>unload M₂, move to M₃ and load</td>
<td>v + w + y</td>
</tr>
<tr>
<td>t₃₁</td>
<td>move from M₃ to M₁</td>
<td>2y</td>
</tr>
<tr>
<td>t₃₄</td>
<td>unload M₃, move to M₄ and load</td>
<td>v + w + y</td>
</tr>
<tr>
<td>t₄₅</td>
<td>unload M₄, move to Out and drop</td>
<td>v + x + y</td>
</tr>
<tr>
<td>t₅₂</td>
<td>move from Out to M₂</td>
<td>3y</td>
</tr>
</tbody>
</table>

Tab. 5.1. Transitions, robot operations and their execution times.

∀ p ∈ P₀ : ψ(t₁₂)(p) =

- \{t₃²₀\}, if p = p₂₀;

- \{t₃²₁\}, if p = p₂₁;

- undefined otherwise.

Fig 5.2. Refining net M₃ (a) and its augmented version (b).

The augmented refining net (Fig 5.2.b) contains one ‘mixed’ P-invariant (with places p₀, p₁₀, and p₂₀), and one ‘local’ P-invariant (with places p₁, p₂, p₃, p₄). Since all five P-invariants of the net in Fig 4.2 imply t₁₂, the total number of P-invariants for the refined net is 5, and the implied subsets of transitions are:

<table>
<thead>
<tr>
<th>subnet</th>
<th>transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>t₂, t₂₃, t₃₁, t₁₂</td>
</tr>
<tr>
<td>2</td>
<td>t₁, t₁₂, t₂₀, t₀₁</td>
</tr>
<tr>
<td>3</td>
<td>t₃, t₄₄, t₄₅, t₅₃, t₂₃</td>
</tr>
<tr>
<td>4</td>
<td>t₃, t₄₄, t₄₅, t₅₂, t₂₃</td>
</tr>
<tr>
<td>5</td>
<td>t₀₁, t₁₃, t₃₄, t₄₅, t₅₂, t₃₃, t₃₁, t₁₂, t₂₀</td>
</tr>
<tr>
<td>6</td>
<td>t₀₁, t₁₃, t₃₄, t₄₅, t₅₂, t₃₃, t₃₁, t₁₂, t₂₀</td>
</tr>
</tbody>
</table>

Since the set (3) is a subset of (4), and (5) is a subset of (6), the cycle time, τ₀, for this model is:

\[ τ₀ = \max(τ₁, τ₂, τ₄, τ₆) \]

where:

\[ τ₁ = α₂ + 2v + 2w + 4y, \]
\[ τ₂ = α₁ + u + v + 2w + 4y, \]
\[ τ₄ = α₁ + α₄ + 3v + 2w + x + 6y, \]
\[ τ₆ = α₄ + u + 4v + 4w + x + 14y. \]

Another schedule for a 4-machine cell:

\[ In \Rightarrow M₁ \Rightarrow M₃ \Rightarrow M₄ \Rightarrow Out \Rightarrow M₁ \Rightarrow M₂ \Rightarrow M₃ \Rightarrow In \]

also derived from the model of a 3-machine schedule of Fig 4.2, is shown in Fig 5.3. In this case the transition t₁₂ is refined by the net shown in Fig 3.1.b.

It is shown in [19] that, using transition refinements, only a few refining nets are needed to derive the complete set of schedules for manufacturing cells with any numbers of machines.
6. Concluding remarks

An approach to systematic derivation and evaluation of schedules for manufacturing cells is presented in this paper. The approach uses timed Petri net models and is based on transition refinements which introduce the components of the cell one after another, gradually increasing the complexity of the schedules.

The approach is based on formally defined transformations of net models, in which single transitions are replaced by subnets that refine the model by providing more detailed representations of the modeled activities. It appears that the same refinements which are used for model development, can also be used for systematic derivations of the sets of basic places invariants for the derived models. Since the models of schedules for manufacturing cells are conflict-free nets covered by their place invariant implied subnets, the derived place invariants can be used very conveniently for the performance characterization of the derived models.

Stepwise refinements of transitions must be performed in a 'consistent' way in order to preserve the basic properties of models (such as liveness, boundedness, etc.); to be consistent, the refining nets must satisfy certain conditions (these conditions and the selection of refining nets are not discussed in this paper). For example, all 'mixed' P-invariants must be marked, as must be all 'new' P-invariants of the refining nets (these requirements can easily be checked in the previous examples).

The results of stepwise refinements of transitions can be organized in a hierarchical structure, in which more complicated models (and their place invariants) are systematically derived from simpler ones. Quite often a more complicated model can be derived in more than one way from simpler models. It should be observed that some of the discussed refinements can actually be simplified by using several refinement steps instead of a single refinement; for example, the refining net shown in Fig.4.3.a could be replaced by a simpler net shown in Fig.5.2.a and an additional refinement of place $p_3$ in Fig.3.2. All such equivalent refinements can be captured by the hierarchical structure of model derivations.

The stepwise refinements of place invariants can be used for reducing the number of cases that need to be considered for finding the best schedule. Since the cycle time of the net is determined by the maximum cycle time of subsets implied by place invariants, in the mixed invariants (Section 4) only the 'maximum' components (i.e., the components with the maximum total firing times of transitions) need to be taken into account. Consequently, instead of $N_{mixed} = N_p \times N_a$ mixed P-invariants, only the maximum mixed P-invariant is needed. Similarly, only one 'old' and one 'new' P-invariant needs to be taken into account in each refinement.

The composition of place invariants can also be used to reduce the number of schedules that need to be considered in finding the optimal schedule; the optimal schedule in this case is the schedule with the shortest cycle time. If it can be predicted that the cycle time of a schedule obtained by transition refinement cannot be shorter than the cycle time of some other schedule, there is no need to analyze this refinement any further. For example, quite often the same net can be used as a refinement of several transitions, generating models of several different more complex schedules (the net shown in Fig.5.2.a can be used to refine transition $t_{12}$ in Fig.4.2, which results in the model shown in Fig.5.3, but it can also be used to refine transition $t_{23}$ in Fig.4.2. or transition $t_{34}$ there, creating yet other schedules for a 4-machine cell). If a schedule with the shortest cycle time is sought, only one of these several possible refinements, the one with the shortest cycle time, needs to be analyzed further.

Since the results of invariant analysis are obtained in analytical form, the performance of specific models can easily be obtained by evaluating the derived formulas for the sets of model-specific parameters.

Many simplifying assumptions were made in this paper in order to make the presentation straightforward to follow. These simplifications can easily be removed by appropriate generalizations of the model and its interpretation. For example, more accurate representations of temporal aspects of robot actions may result in a more complicated description of the firing times of transitions (or a more complicated model), but otherwise will have no significant effect on the proposed approach.

Similarly, if a manufacturing cell uses several identical machines instead of just one machine, the model needs only a minor modification to explicitly represent the number of available machines by an additional place with the corresponding initial marking. It
should be observed that this additional place will increase the number of P-invariants (and their subsets), but otherwise will not affect the presented approach.

Finally, it is expected that a very similar approach can be used for derivation and analysis of composite schedules for manufacturing cells, i.e., schedules in which more than one part enters the cell and more than one part leaves the cell in each cycle (although the parts that enter the cell may not be the same as that that leave the cell). Composite schedules can be used for manufacturing cells which process several different parts ‘simultaneously’. It has been shown [18] that composite schedules can be decomposed into combinations of simple schedules, in which one simple schedule is embedded in another. Net models of composite schedules are (statically) free-choice nets but dynamically conflict–free: their analysis requires an extension of the approach described in this paper.
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